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Recall Machine Learning Paradigms

Immagine you have a certain experience E, and letõs name it

ÅSupervised learning: given the desired outputs                           learn to 

produce the correct output given a new set of input

ÅUnsupervised learning: exploit regularities in     to build a representation

to be used for reasoning or prediction

ÅReinforcement learning: producing actions                             which affect

the environment, and receiving rewards                         learn to act in order 

to maximize rewards in the long term

This course focuses mainly on Supervised and Unsupervised Learning ê
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Neural Autoencoder Recall

Network trained to output the input (i.e., to learn the identity function) 

ÅLimited number of units in hidden layers (compressed representation)

ÅConstrain the representation to be sparse (sparse representation) 
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Word Embedding Motivation

Natural language processing treats words as discrete atomic symbols

Å'cat' is encoded as Id537

Å'dog' is encoded as Id143

Åê

Items in a 

dictionary ê

A document becomes 

a Bag of Words

Sparse and high 

dimensional -> Curse 

of Dimensionality!
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Encoding Text is a Serious Thing

Performance of real-world applications (e.g., chatbot, document 

classifiers, information retrieval systems) depends on input encoding:

Local representations

ÅN-grams

ÅBag-of-words

Å1-of-N coding

Continuous representations

ÅLatent Semantic Analysis

ÅLatent Dirichlet Allocation

ÅDistributed Representations

Determine ὖί ύȟȣȟύ in some domain of interest

ὖί ὖύȿύȟȣȟύ

In traditional n-gram language ƳƻŘŜƭǎ άǘƘŜ probability of a word 
depends only on the context ƻŦ ƴҍм ǇǊŜǾƛƻǳǎ ǿƻǊŘǎέ 

ὖί ὖύȿύ ȟȣȟύ

Typical ML-smoothing learning process (e.g., Katz 1987):

Å compute ὖύȿύ ȟȣȟύ
Π ȟȣȟ ȟ

Π ȟȣȟ

Å smooth to avoid zero probabilities

Language Model
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N-gram Language Model: Curse of Dimensionality

Letõs assume a 10-gram LM on a corpus of 100.000 unique words 

ÅThe model lives in a 10D hypercube where each dimension has 100.000 slots 

ÅModel training  assigning a probability to each of the 100.00010 slots

ÅProbability mass vanishes  more data is needed to fill the huge space

ÅThe more data, the more unique words!  Is not going to work ê

In practice:

ÅCorpuses can have 106 unique words 

ÅContexts are typically limited to size 2 (trigram model),

e.g., famous Katz (1987) smoothed trigram model 

ÅWith short context length a lot of information is not captured 
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N-gram Language Model: Word Similarity Ignorance

Let assume we observe the following similar sentences

ÅObama speaks to the media in Illinois 

ÅThe President addresses the press in Chicago

With classic one-hot vector space representations

Åspeaks = [0 0 1 0 ê 0 0 0 0]

Åaddresses = [0 0 0 0 ê 0 0 1 0]

Åobama = [0 0 0 0 ê 0 1 0 0]

Åpresident = [0 0 0 1 ê 0 0 0 0]

Åillinois = [1 0 0 0 ê 0 0 0 0]

Åchicago = [0 1 0 0 ê 0 0 0 0]

Word pairs share no similarity, and we need word similarity to generalize

speaks addresses

obama president

illinois chicago
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Embedding 

Any technique mapping a word (or phrase) 

from it's original high-dimensional input 

space (the body of all words) to a 

lower-dimensional numerical vector space - 

so one embedsthe word in a different space

Closer points are closer in 

meaning and they form 

clusters ê
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Word Embedding: Distributed Representation

Each unique word ύin a vocabulary V (typically ὠ ρπ) is mapped 

to a continuous m-dimensional space (typically ρππά υππ)

Fighting the curse of dimensionality with: 

ÅCompression (dimensionality reduction)

ÅSmoothing (discrete to continuous)

ÅDensification (sparse to dense) 

ύᶰὠ ᴘ

Similar words should end 

up  to be close to each 

other in the feature space ê

obama = [0 0 ... 0 1 0 ... 0 0]

«one-hot» encoding

ύ ύobama

obama = [0.12 ... -0.25]

Ὢ Ὢ

feature vector
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Neural Net Language Model (Bengio et al. 2003)

Projection layer 
contains the word 
vectors in ὅȿȿȟ
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Neural Net Language Model (Bengio et al. 2003)

Projection layer contains 

the word vectors in ὅȿȿȟ

An example with a 

two words context ...
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Neural Net Language Model (Bengio et al. 2003)

Softmax is used to output a multinomial distribution

ὖύ ύȿύ ȟȣȟύ
Ὡ

ВȿȿὩ

Åώ ὦ ὟẗÔÁÎÈὨ Ὄẗὼ
Åὼis the concatenation ὅύ of the context weight vectors
ÅὨand ὦare biases (respectively Ὤand ȿὠȿelements)
ÅὟis the ȿὠȿ Ὤmatrix with hidden-to-output weights
Å H is the Ὤ ὲ ρẗά projection-to-hidden 

weights matrix

Training by stochastic gradient 

descent has complexity
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