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Linear Algebra … why bother?

Because linear algebra is everywhere!

• Optimization and Operational Research

• Statistics and Machine Learning

• (Digital) Signal Processing 

• Control, System theory, Engineering, …

• …

Where could you find out more about it …
• www.youtube.com/playlist?list=PLZHQObOWTQDPD3MizzM2xVFitgF8hE_ab

• https://en.wikipedia.org/wiki/Linear_algebra

• http://www.ekof.bg.ac.rs/wp-content/uploads/2016/09/Ponavljanje-matematike-Wayne-

Winston-Operations-Research-Applications-and-Algorithms-4-edition.pdf

http://www.youtube.com/playlist?list=PLZHQObOWTQDPD3MizzM2xVFitgF8hE_ab
https://en.wikipedia.org/wiki/Linear_algebra
http://www.youtube.com/playlist?list=PLZHQObOWTQDPD3MizzM2xVFitgF8hE_ab


matteo.matteucci@polimi.it 3

Vectors and Matrices

A vector is a list of numbers:

• It can be a column vector or row vector

• Numbers are called elements

• Dimensions are “rows x columns” (e.g., 5x1)

• Transpose operator exchanges rows and columns

A Matrix is a bidimensional arrangement of numbers

v =

1
−2
0
9.3
−.01

vT = 1 −2 0 9.3 −0.1

𝐴 = 𝑎𝑖𝑗 𝑚×𝑛
=

𝑎11 𝑎12 … 𝑎1𝑛
𝑎21 𝑎22 … 𝑎2𝑛
… … … …
𝑎𝑚1 𝑎𝑚2 … 𝑎𝑚𝑛
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Vector Interpretation

If 𝑣 = 1 then 𝑣 is a unit vector

• Sometimes named versor

• Defines the direction pointed by 𝑣

𝑣 =
𝑣1
𝑣2

magnitude = 𝑣 = 𝑣1
2+ 𝑣2

2

orientation = 𝜃 = tan−1
𝑣2
𝑣1

Ԧ𝑣 =
𝑣

𝑣
=

𝑣1/ 𝑣
𝑣2/ 𝑣

𝑣1

𝑣2

𝑋1

𝑋2

𝜃

𝑣

Ԧ𝑣



matteo.matteucci@polimi.it 5

Basic Vector Operations

Sums and difference between vectors

Scaling of a vector

𝑣 =
𝑣1
𝑣2

𝑤 =
𝑤1

𝑤2

𝑣 + 𝑤 =
𝑣1 +𝑤1

𝑣2 +𝑤2

𝑣 − 𝑤 =
𝑣1 −𝑤1

𝑣2 −𝑤2

𝑣1

𝑣2

𝑋1

𝑋2

𝑣

𝑎 ⋅ 𝑣 = 𝑎 ⋅
𝑣1
𝑣2

=
𝑎 ⋅ 𝑣1
𝑎 ⋅ 𝑣2

𝑣1

𝑣2

𝑋1

𝑋2

𝑣

𝑤

𝑣1+𝑤1

𝑣2+𝑤2

𝑎 ⋅ 𝑣

𝑎 ⋅ 𝑣1

𝑎 ⋅ 𝑣2
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Vectors dot product (a.k.a., inner product or scalar product)

The dot/inner product is a scalar

It is zero if the two vectors are orthogonal

𝑣 =
𝑣1
𝑣2

𝑤 =
𝑤1

𝑤2

𝑣 ⋅ 𝑤 =
𝑣1
𝑣2

⋅
𝑤1

𝑤2
= 𝑣1𝑤1 + 𝑣2𝑤2 = 𝑣 ⋅ 𝑤 cos 𝛼

𝑖𝑓 𝑣 ⊥ 𝑤 , 𝑣 ⋅ 𝑤 = 𝑣 ⋅ 𝑤 cos 𝛼 = 0

𝑣

𝑤
𝛼
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Vectors cross product

The cross product is a vector

It is zero if the two vectors are parallel

𝑢 = 𝑣 ×𝑤

𝑖𝑓 𝑣 ∥ 𝑤 , 𝑣 × 𝑤 = 𝑣 ⋅ 𝑤 sin𝛼 = 0

𝑣

𝑤
𝛼

𝑢

𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒: 𝑢 = 𝑣 ×𝑤 = 𝑣 𝑤 sin 𝛼

𝑂𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛:
𝑢 ⊥ 𝑣 ⟹ 𝑢 ⋅ 𝑣 = 𝑣 ×𝑤 ⋅ 𝑣 = 0

𝑢 ⊥ 𝑤 ⟹ 𝑢 ⋅ 𝑤 = 𝑣 ×𝑤 ⋅ 𝑤 = 0
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Matrix Basics

Given two matrices with the same shape

Sum is defined element wise 

𝐴 = 𝑎𝑖𝑗 𝑚×𝑛
=

𝑎11 𝑎12 … 𝑎1𝑛
𝑎21 𝑎22 … 𝑎2𝑛
… … … …
𝑎𝑚1 𝑎𝑚2 … 𝑎𝑚𝑛

𝐵 = 𝑏𝑖𝑗 𝑚×𝑛
=

𝑏11 𝑏12 … 𝑏1𝑛
𝑏21 𝑏22 … 𝑏2𝑛
… … … …
𝑏𝑚1 𝑏𝑚2 … 𝑏𝑚𝑛

C= 𝐴 + 𝐵 = 𝑐𝑖𝑗 𝑚×𝑛
=

𝑎11+ 𝑏11 𝑎12 + 𝑏12 … 𝑎1𝑛 + 𝑏1𝑛
𝑎21+ 𝑏21 𝑎22 + 𝑏22 … 𝑎2𝑛+ 𝑏2𝑛

… … … …
𝑎𝑚1+ 𝑏𝑚1 𝑎𝑚2 + 𝑏𝑚2 … 𝑎𝑚𝑛_𝑏𝑚𝑛
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Matrix Multiplication

Given two matrixes

Matrix multiplication is defined as

𝐴 = 𝑎𝑖𝑗 𝑚×𝑝
=

𝑎11 𝑎12 … 𝑎1𝑝
𝑎21 𝑎22 … 𝑎2𝑝
… … … …
𝑎𝑚1 𝑎𝑚2 … 𝑎𝑚𝑝

𝐵 = 𝑏𝑖𝑗 𝑝×𝑛
=

𝑏11 𝑏12 … 𝑏1𝑛
𝑏21 𝑏22 … 𝑏2𝑛
… … … …
𝑏𝑝1 𝑏𝑝2 … 𝑏𝑝𝑛

𝐶 = 𝐴𝐵 = 𝑎𝑖𝑗 𝑚×𝑝
𝑏𝑖𝑗 𝑝×𝑛

=

𝑎11 𝑎12 … 𝑎1𝑝
𝑎21 𝑎22 … 𝑎2𝑝
… … … …
𝑎𝑚1 𝑎𝑚2 … 𝑎𝑚𝑝

𝑏11 𝑏12 … 𝑏1𝑛
𝑏21 𝑏22 … 𝑏2𝑛
… … … …
𝑏𝑝1 𝑏𝑝2 … 𝑏𝑝𝑛

= 𝑐𝑖𝑗 𝑚×𝑛

𝑐𝑖𝑗 = 𝑟𝑜𝑤𝑖 𝐴 𝑐𝑜𝑙𝑗(𝐵)
Check the shape 

pattern …
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Transpose of a Matrix

Transpose swap rows and columns

Some useful identities exist

A matrix is symmetric if 

𝐶𝑚×𝑛 = 𝐴𝑛×𝑚
𝑇

𝑐𝑖𝑗 = 𝑎𝑗𝑖

𝐴 + 𝐵 𝑇 = 𝐴𝑇 + 𝐵𝑇

𝐴𝐵 𝑇 = 𝐵𝑇𝐴𝑇

𝐴 = 𝐴𝑇
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Matrix Multiplication Properties You Should Know

Commutative property (does not hold):

Distributive properties (left + right):

Product with a scalar:

Transpose of a product:

Associativity:

https://en.wikipedia.org/wiki/Matrix_multiplication

𝐴𝐵 ≠ 𝐵𝐴

𝐴𝐵 𝑇 = 𝐵𝑇𝐴𝑇

𝐴 𝐵 + 𝐶 = 𝐴𝐵 + 𝐴𝐶

𝐵 + 𝐶 𝐷 = 𝐵𝐷 + 𝐶𝐷

𝑐 𝐴 = 𝐴 𝑐

𝐴 𝐵𝐶 = 𝐴𝐵 𝐶

Indeed, might not even 
match as dimensions!

https://en.wikipedia.org/wiki/Matrix_multiplication


matteo.matteucci@polimi.it 12

det(𝐴) = 𝑎𝑖𝑗 𝑛×𝑛

Matrix Trace and Determinant

The determinant is computed from the element of a square matrix 

𝐴 = 𝑎𝑖𝑗 𝑛×𝑛

No need to bother 
right now … 
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Matrix Inverse
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Linear Independence
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Linear Independence
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Span
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Basis
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Orthogonal/Orthonormal Basis
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