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My research interests

• Robotics & Autonomous Systems

• Machine Learning

• Pattern Recognition

• Computer Vision & Perception

Courses I teach

• Robotics (BS+MS)

• Machine Learning (MS)

• Deep Learning (MS+PhD)

• Cognitive Robotics (MS)

Enable physical and software autonomous systems to perceive, plan, and act

without human intervention in the real world 
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About Machine Learning & Deep LearningOver the top of 

Emerging Technologies 

Hype Cycle!!
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«Deep Learning is not AI, nor Machine Learning»

Source: Michael Copeland, Deep Learnig Explained:

What it is, and how it can deliver business value to your organization

Neural Networks are as 

old as Artificial Intelligence
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Machine Learning

and myself, 2017
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Machine Learning

Deep Learning
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Machine Learning (Tom Mitchell – 1997)

“A computer program is said to learn from experience E 

with respect to some class of task T and a performance 

measure P, if its performance at tasks in T, as measured by 

P, improves because of experience E.”

T = Regression/Classification/…

E = Data

P = Errors/Loss
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Machine Learning Paradigms

Immagine you have a certain experience E, i.e., data, and let’s name it

• Supervised learning: given the desired outputs                           learn to 

produce the correct output given a new set of input

• Unsupervised learning: exploit regularities in     to build a representation

to be used for reasoning or prediction

• Reinforcement learning: producing actions                             which affect

the environment, and receiving rewards                         learn to act in order 

to maximize rewards in the long term

𝐷 = 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁

𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑁

𝐷

𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑁
𝑟1, 𝑟2, 𝑟3, … , 𝑟𝑁
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Reinforcement Learning is Wellknown
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Reinforcement Learning

Let’s our machine be an agent interacting with an unknown environment

Agent𝑿 ∈ ℝ𝑝 𝑌 = 𝑎𝑡

Environment

Reward

𝑅 = 𝑟𝑡

You see this in other courses 

(e.g., Soft Computing or 

Machine Learning)
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Machine Learning Paradigms
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Supervised learning: Classification

Cars Motorcycles

Hand-crafted
Features

Learned
Classifier

CARMotorcycle

Learning is about 

modeling …
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Model

Terminology in Classification 

• Classifier

• Inductive Hypothesis

• Learning Machine

• …

• Input

• Features

• Observations

• Independent Variables

• Output

• Class

• Dependent Variable

X Y
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Supervised learning: Regression

Hand-crafted
Features

Learned
Regressor

25000 $3800 $

12000 $

22000 $ 28000 $

2000 $15000 $

35000 $4000 $

6000 $ 8000 $

6000 $
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Terminology in Regression 

• Model

• Function

• Inductive Hypothesis

• Learning Machine

• …

• Input

• Predictor

• Observations

• Independent Variable

• Output

• Prediction

• Response

• Dependent Variable

ModelX Y
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Machine Learning Paradigms

Immagine you have a certain experience E, i.e., data, and let’s name it

• Supervised learning: given the desired outputs                           learn to 

produce the correct output given a new set of input

• Unsupervised learning: exploit regularities in     to build a representation

to be used for reasoning or prediction

• Reinforcement learning: producing actions                             which affect

the environment, and receiving rewards                         learn to act in order 

to maximize rewards in the long term

𝐷 = 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁

𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑁

𝐷

𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑁
𝑟1, 𝑟2, 𝑟3, … , 𝑟𝑁
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Notation in Brief 

In this case the training dataset is given by a set of input records

The task is to produce a representation of the data which highlights some 

knowledge about its organization.

Sometimes this knwoledge is named «patterns» ...

Clustering𝑿 ∈ ℝ𝑝 𝑌 = ℘(𝑋)

𝐷 =< 𝑥1>< 𝑥2 >< 𝑥3 >< ⋯ >< 𝑥𝑁 >

You see this in other courses 

(e.g., Datamining)
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Machine Learning Paradigms

Immagine you have a certain experience E, i.e., data, and let’s name it

• Supervised learning: given the desired outputs                           learn to 

produce the correct output given a new set of input

• Unsupervised learning: exploit regularities in     to build a representation

to be used for reasoning or prediction

• Reinforcement learning: producing actions                             which affect

the environment, and receiving rewards                         learn to act in order 

to maximize rewards in the long term

𝐷 = 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁

𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑁

𝐷

𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑁
𝑟1, 𝑟2, 𝑟3, … , 𝑟𝑁This course focuses most on 

Supervised Learning (with 

some unsupervised spots)
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The Master Algorithm (Pedro Domingos, 2015)

“The master algorithm is the ultimate learning 
algorithm. It's an algorithm that can learn 

anything from data and it's the holy grail of 
machine learning …”
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The Master Algorithm (Pedro Domingos, 2015)

“The master algorithm is the ultimate learning 
algorithm. It's an algorithm that can learn 

anything from data and it's the holy grail of 
machine learning …”
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Deep Learning: The Master Algorithm?
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https://github.com/luanfujun/deep-photo-styletransfer

https://github.com/jcjohnson/neural-style

https://github.com/jcjohnson/fast-neural-style

https://ml4a.github.io/ml4a/style_transfer/

https://github.com/luanfujun/deep-photo-styletransfer
https://github.com/jcjohnson/neural-style
https://github.com/jcjohnson/fast-neural-style
https://ml4a.github.io/ml4a/style_transfer/
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https://github.com/alexjc/neural-enhance

https://github.com/alexjc/neural-enhance
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The Master Algorithm (Pedro Domingos, 2015)

“The master algorithm is the ultimate learning 
algorithm. It's an algorithm that can learn 

anything from data and it's the holy grail of 
machine learning …”
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Deep Learning: The Master Algorithm?

According to MIT, it is 
all about massive 

computational power



42

Deep Learning: The Master Algorithm?

The Economist got it right! 
It is all about (Big) Data

According to MIT, it is 
all about massive 

computational power
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Recall about Supervised Learning

Cars Motorcycles

Hand-crafted
Features

Learned
Classifier

CAR
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Recall about Supervised Learning

Features are based on domain knowledge or heuristics:

• Words in a Dictionary for text classification

• MFCC for Speech Recognition

• SIFT, HoG, BRIEF in Visual Tasks

However …

• They need to be carefully designed depending on the task

• They are fixed and sometimes they do not generalize between datasets

Classic
Approach

(2006 – 2012)

Hand-crafted
Features

Learned
Classifier

CAR

How Machine Learning 
can help with this?



45

Beyond Supervised Learning

Cars Motorcycles

Hand-crafted
Features

Learned
Classifier

CAR

Lots of labeled 
examples required!
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Semi-supervised learning

Unlabeled images (all cars/motorcycles)

MotorcycleCar

f1, f2, …, fk

f1, f2, …, fk

Few labeled images

Unsupervised
Learnng

Hand-crafted
Features

Learned
Classifier

CAR
/

BYKE
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Semi-supervised learning

Unlabeled images (all cars/motorcycles)

f1, f2, …, fk

Unsupervised
Learnng

Hand-crafted
Features

Hand-crafted
Features

Learned
Classifier CAR

Learned
Feature Projection
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Speech recognition (early 90’s – 2011)

Object recognition (2006 – 2012)

Modern Pattern Recogniton

Low level 

features

Mid level 

features

MFCC
Learned
Classifier

HornMixture of 
Gaussian

Fixed
Features

Unsupervised
Learning

Supervised
Learning

Low level 

features

Mid level 

features

SIFT/HoG
Learned
Classifier

CarK-means
Sparse Coding

Fixed
Features

Unsupervised
Learning

Supervised
Learning

Pooling
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Transfer Learning

Unlabeled images (all cars/motorcycles)

f1, f2, …, fk

Unsupervised
Learnng

Hand-crafted
Features

Hand-crafted
Features

Learned
Classifier CAR

Learned
Feature Projection
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Transfer Learning

Unlabeled images (random images from the web)

f1, f2, …, fk

Unsupervised
Learnng

Hand-crafted
Features

Hand-crafted
Features

Learned
Classifier CAR

Learned
Feature Projection
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Transfer Learning

Unlabeled images (random images from the web)

f1, f2, …, fk

Unsupervised
Learnng

Hand-crafted
Features

Hand-crafted
Features

Learned
Classifier CAR

Learned
Feature Projection
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It’s all about features ...

Classic approach
(2006 – 2012)

What if we do not get 
these right?

Hand-crafted
Features

Learned
Classifier CAR

Learned
Feature Projection
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It’s all about features ...

Deep Learning
(2012 – ...)Le

ar
n

ed
Fe

at
u

re
s

Learn from data!

Deep Learning is about learning 
data representation from data!

Learned
Classifier CAR

Le
ar

n
ed

Fe
at

u
re

s

Le
ar

n
ed

Fe
at

u
re

s
But which data?
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It’s all about features ...

Deep Learning
(2012 – ...)Le

ar
n

ed
Fe

at
u

re
s

Learn from data!

Deep Learning is about learning 
data representation from data!

Learned
Classifier CAR

Le
ar

n
ed

Fe
at

u
re

s

Le
ar

n
ed

Fe
at

u
re

s
But which data?

How do we do 
that?
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Some people call it the «Fourth Paradigm»

“Scientific breakthroughs powered by advanced 

computing capabilities that help researcher 
manipulate and explore massive datasets”
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The Fourth Paradigm explained

Morton – 1846
(Anesthesia)

Empirical science 

Pasteur – 1870
(Germ Theory)

Theoretical science

Bradford Hill – 1920
(Randomised Trials)

Computational science

Next Generation Sequencing – 2000
(Towards personalized medicine)

Data-intensive science

Deep Learning, i.e., representation 
learning from data, is the fourth 

paradigm for AI!
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Representation Learning in Context

Learning the representation is a challenging problem for Machine 

Learning, Computer Vision, Artificial Intelligence, Neuroscience, ...

Cognitive perspective

• How can a perceptual system build itself looking at the external world?

• How much prior structure is necessary?

Neuroscience perspective

• Does the cortex «run» a single, general learning algorithm?
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Representation Learning in Context

Learning the representation is a challenging problem for Machine 

Learning, Computer Vision, Artificial Intelligence, Neuroscience, ...

Cognitive perspective

• How can a perceptual system build itself looking at the external world?

• How much prior structure is necessary?

Neuroscience perspective

• Does the cortex «run» a single, general learning algorithm?

Artificial Intelligence Perspective

• What is the fundamental model for learning? 

• How do we build abstraction? 

• What is the architecture of intelligence?

Deep learning addresses the problem 
of learning hierarchical representations 

with a single algorithm.

edges

pixels

parts

objects
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Trainable Features Hierarchy

Deep learning assumes it is possible to «learn» a hierarchy of 
descriptors with increasing abstraction, i.e., layers are trainable 
feature transforms

In image recognition
• Pixel → edge → texton → motif → part → object

In text analysis
• Character → word → word group → clause → sentence → story

In speech recognition
• Sample → spectral band → sound → phone → phoneme → word

Trainable
Feature Transform

Trainable
Feature Transform

Trainable
Feature Transform

Trainable
Feature Transform

Trainable
Feature Transform

edges

pixels

parts

objects



62

Architectures and Algoriths

Depending on the direction of the information flow we can have 

different architectures for the hierarchy of features

• Feed forward (e.g., Multilayer Neural Nets, Convolutional Nets)

• Feed back (e.g., Stacked Sparse Coding, Deconvolutional Nets)

• Bi-directional (e.g, Deep Boltzmann Machines, Autoencoders)

We can have also different kind of learning protocols

• Purely supervised

• Unsupervised (layerwise) + supervised on top

• Unsupervised pre-training through regularized auto-encoders + ...

• ...

Trainable
Feature Transform

Trainable
Feature Transform

Trainable
Feature Transform

Trainable
Feature Transform

Trainable
Feature Transform
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Question Time!


