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Machine Learning

- Course Intro -

Matteo Matteucci, PhD (matteo.matteucci@polimi.it)
Artificial Intelligence and Robotics Laboratory
Politecnico di Milano

ARTIFICIAL INTELLIMGENCE AMD ROBOTICS LAB



«Me, Myself, and I»

Matteo Matteucci, PhD
Full Professor

Dept. of Electronics, Information &
Bioengineering
Politecnico di Milano

matteo.matteucci@polimi.it

My research interests Courses | teach

* Robotics & Autonomous Systems .

* Machine Learning .
« Pattern Recognition .
« Computer Vision & Perception .

Robotics (BS + MS)
Cognitive Robotics (MS)
Machine Learning (MS)
Deep Learning (PhD)

Enable physical and software autonomous systems to perceive, plan, and act

} POLITECNICO MILANO 1863

without human intervention in the real world

matteo.matteucci@polimi.it



Machine Learning

Third B4CG course edition ...

* Based on a previous four year edition course
* Based on a freely available book
° Practical exercises with python (new)

Lectures given by:
°  Matteo Matteucci (Lecturer): matteo.matteucci@polimi.it
* Stefano Samele (Teaching Assistant): stefano.samele@polimi.it

Material (and more) on the course website

https://chrome.deib.polimi.it/index.php?title=Machine Learning Bio

POLITECNICO MILANO 1863 matteo.matteucci@polimi.it
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ML Course Program and Laboratories

Topics covered during the course
° Statistical Learning Theory
* Regression methods
* (lassification methods
* (lustering methods

Practicals
* Need to have a laptop/desktop (No need to run under linux)

*  Need to install anaconda and python 3.7+
https://docs.anaconda.com/anaconda/install/

*  Need to do this in a couple of weeks!

LITECNICO MILANO 1863 matteo.matteucci@polimi.it
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Course Material

Book for this year edition
*  Same authors of ESL (the best!), but easier!
° Practical perspective
° Labs and Exercises using the R language
* Available online as free pdf
www.statlearning.com

Material from the teachers
* Slides from the book (except clustering)
* Jupiter notebooks (from teaching assistant)
* Online resources (you can suggest too)

OLITECNICO MILANO 1863

Gareth James
Daniela Witten
Trevor Hastie
Robert Tibshirani

An Introduction
to Statistical
Learning

No specific bias
toward blology ...

matteo.matteucci@polimi.it


http://www.statlearning.com/

Hypothesis behind Book & Course (1-2)

1. Many statistical learning methods are relevant and useful in a wide
range of academic and non-academic disciplines, beyond just the
statistical sciences.

° Rather than attempting to consider every possible approach (an impossible task),
we concentrate on presenting the methods that we believe are most widely
applicable.

2. Statistical learning should not be viewed as a series of black boxes.

* No single approach will perform well in all possible applications. We attempt to
carefully describe the model, intuition, assumptions, and trade-offs behind each of
the methods that we consider.

[:777) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it



Hypothesis behind Book & Course (3-4)

3. While it is important to know what job is performed by each cog, it (s
not necessary to have the skills to construct the machine in the box!

* We minimize discussion of technical details related to fitting procedures and
theoretical properties. We assume the reader is comfortable with basic
mathematical concepts, but we do not assume a graduate degree in mathematical
science.

4. We presume that the reader (s interested in applying statistical learning
methods to real-world problems.

* We devote some time to R computer labs. In each lab, we walk through a realistic
application of the methods considered during the lectures.

[:777) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it



Exam Rules for Machine Learning

The exam grade is composed by a written exam & homework

* WE - Written Exam is compulsor up to 26/32 points
» 2 Theoretical questions + 2-PTactical Exercises (no codef Replaced by an oral
- Covering the 4 topies previously introduced exam in 2019/2020!

* HW — Homeworks, up to 6/32 points are NOT compulsory, but ...
+ ... they help you in understanding the course and prepare WE
* ... they get you in the “nitty gritty” of implementations
* ... they increase the final grade!

* Final GRADE combines the two
 GRADE = 26/32+6/32 = 30 cum Laude

/l/.. B T -\\\

TECNICO MILANO 1863 matteo.matteucci@polimi.it
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Machine Learning

- Intro to Machine Learning -

Matteo Matteucci, PhD (matteo.matteucci@polimi.it)
Artificial Intelligence and Robotics Laboratory
Politecnico di Milano

ARTIFICIAL INTELLIMGENCE AMD ROBOTICS LAB



«Deep Learning is not Al, nor Machine Learning»

ARTIFICIAL
INTELLIGENCE

e ecitementy. MACHINE
LEARNING

DEER

1950’s 1960’s 1970’s 1980’s 1990’s 2000’s 2010’s
()

‘if‘i,f POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 10



Machine Learning

gmputing

e, Machine learning is a category of
""""""" M,, ----» research and algorithms focused on

4 kg, finding patterns in data and using those
patterns to make predictions. Machine
learning falls within the artificial
Intelligence (Al) umbrella, which in turn
Intersects with the broader field of
knowledge discovery and data mining.

Source: SAS, 2014 and PwC, 2016 andl mycelf, 2017

' discovery

) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it



Machine Learninc
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Machine Learning (Tom Mitchell —1997)

' = Regression/Classificationy...
£ = Data

P = Errors/Loss

"A computer program (s said to learn from experience E g

with respect to some class of task T and a performance B T C i

measure P, if its performance at tasks in T, as measured by
P, improves because of experience E.”

{L47/]) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 13



Machine Learning Paradigms

Imagine you have a certain experience E, i.e., data, and let's name it
D = X1,X2,X3, ..., XN

* Supervised learning: given the desired outputs ty, tp, ts,...,ty learn to
produce the correct output given a new set of input

* Unsupervised learning: exploit regularities in D to build a representation

to be used for reasoning or prediction
2 i i . . . N
* Reinforcement learning: producing actions as, az,as, ..., ay which affect

the environment, and receiving rewards 14,713,713, ..., Ty learn to act in order
. to maximize rewards in the long term

)

[:777) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 14



Reinforcement Learning is Wellknown

Not covered in
this class!

—

=
Response

Reiponse ‘ : =
roge Salivation oo No Salivation
Unconditioned Unconditioned | Neutral Stimulus . conditioned
Stimulus Response Response
3. During Conditioning | 4. After Conditioning

\\ “\’

‘ Response \ \K\ Résponse \
Food Salivation Bell Salivation
Unconditioned Conditioned Conditioned
Response Stimulus Response

02006 HowStuffWorks

POLITECNICO MILANO 1863

Positive Reinforcement

Give something Good
give a treat, give attention

no jumping is encouraged

Negative Punishment

Take Away something Good
take away your attention

jumping is discouraged
Pay adtertion o me! éJ ”

Positive Punishment

Give something Bad
give a bump on the nose,
push dog down

jumping is discouraged

Negative Reinforcement

Take Away something Bad
stop pushing the dog down

no jumping is encouraged

Do& —-traim'rg —excellence con

matteo.matteucci@polimi.it



Machine Learning Paradigms

Imagine you have a certain experience E, i.e., data, and let's name it

D = X1, X2, x3, vy XN

* Supervised learning: given the desired outputs ty, tp, ts,...,ty learn to
produce the correct output given a new set of input

* Unsupervised learning: exploit regularities in D to build a representation
to be used for reasoning or prediction

* Reinforcement learning: producing actions ay,as, as, ...,ay which affect
the environment, and receiving rewards 14,713,713, ..., Ty learn to act in order
to maximize rewards in the long term

[:777) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 16



Supervised learning: Classification

Learning (s about
moaeling ...

Hand-crafted q
Features
I

Motorcycle

m Learned
(,!/y Classifier

) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 17



Terminology in Classification

Input  Output

Features X ‘ Model ‘ Y« (lass
Observations

« Dependent Variable

Independent Variables

Classifier
Inductive Hypothesis
Learning Machine

OLITECNICO MILANO 1863 matteo.matteucci@polimi.it 18



Supervised learning: Regression

OLITECNICO MILANO 1863

Hand-crafted
Features

A

Learned
Regressor

matteo.matteucci@polimi.it
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Terminology in Regression

* |nput « Qutput
 Predictor d d  Prediction
_ X Model Y
« QObservations « Response
 Independent Variable « Dependent Variable
* Model
* Function

* Inductive Hypothesis
* Learning Machine

ECNICO MILANO 1863 matteo.matteucci@polimi.it 20



Machine Learning Paradigms

Imagine you have a certain experience E, i.e., data, and let's name it

D = X1, X2, x3, vy XN

* Supervised learning: given the desired outputs ty, tp, ts,...,ty learn to
produce the correct output given a new set of input

* Unsupervised learning: exploit regularities in D to build a representation
to be used for reasoning or prediction

* Reinforcement learning: producing actions ay,as, as, ...,ay which affect
the environment, and receiving rewards 14,713,713, ..., Ty learn to act in order
to maximize rewards in the long term

[:777) POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 21



Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering

} POLITECNICO MILANO 1863 matteo.matteucci@polimi.it



Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Notation in Brief

X € RP ﬁ Clustering ﬁ Y = p(X)

In this case the training dataset is given by a set of input records
D =<x1>5<xy >< x3 >< - >< xpy >

The task is to produce a partitioning of the data which highlights some
knowledge about its organization.

Sometimes this knwoledge is named «patterns» ...

S-:*— POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 29



Association Rules

s there any pattern of interest in our trasactions?

Bread Bread Steak
Peanuts Jam Jam
Milk Soda
) ) Soda
Fruit Chips Chios
Jam Milk P
) Bread
Fruit
Jam Fruit Fruit Fruit
Soda Soda Soda Peanuts
Chips Chips Peanuts Cheese
Milk Milk Milk Yogurt
Bread

{ii;/} POLITECNICO MILANO 1863 matteo.matteucci@polimi.it




Association Rules

A large supermarket chain, Wal-Mart, did an analysis
customers' buying habits.

jon between
o5 Of Nappies (digoers |

They found a statistically significa
purchases of beer and

thers
heir

't was theorized§ihat the reggon fo
were stopping of@at Wal-%&&rt to b
babies, and since@ey coUgno lon
pub as often, wo

Was

ppie " .
go down 1o thges™* =T A il L

buy beéer as well. -
imam is alleged to have the nappies next

in increased sales of both.

As a result of this fi
to the beer resultin

[L777) POLITECNICO MILANO 1863
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This is for Real !!!

amazo n-if Tutte le categorie v Q Negozio di Natale
Il tuo indirizzo di consegna: Scegli per Ciao di | ti a '\ ’
Milan 20133 categoria Aiuto Account e liste Ordini  Prime o Carrello

Pagina 1di 7

Netgear GS108GE ProSafe TP-Link TL-SG108 Switch 8 Netgear GS908 Switch Netgear GS108E-300PES D-Link DGS-108 Switch 8 Netgear GS908E Switch Netgear GS608-400PES Netgear XS508M Switch
Switch Unmanaged Porte Gigabit, Gigabit Unmanaged, 8 Switch Smart Managed Porte Gigabit, Struttura in Gigabit Unmanaged, 8 Switch, 8Porte Gigabit Unmananged con 7 Porte
Gigabit, 8 Porte 10/100/1000 Mbps, Plug Porte con Gestione Cavi, Plus Gigabit, 8 Porte Metallo, Nero/Antracite Porte con Gestione Cavi, 2 Base-T RJ45, LED Integrati Multi-Gigabit Finoa 10 G,
10/100/1000 Mbps & Play, Nessuna... Design Elegante Y i W ¥ Yy 200 Y e i e Yy 145 Porte per Ricarica USB,... sulle Porte, Bianco 1 Porta 10 G SFP+, Grigio
Yo i e i vy 764 Yo ¥ ¥ e v 840 Y Wy 764 EUR 46,79 vprime EUR 26,99 vprime o W A iy 764 W W A iy 88 Wi i A iy 764
EUR 37,99 vprime EUR 28,99 vprime EUR 36,99 vprime EUR 69,51 vprime EUR 29,90 vprime EUR 569,99 vprime
Chi ha acquistato questo articolo ha acquistato anche Pagina 1di 12

50-PACK

@
< iy ¥ ®

- W
Adattatore bianco, 1 presa Digitalrise® Alimentatore CableCreation - Connettori Lenovo Ideapad 330S- MEANWELL Alimentatore Aberfeldy Scotch Whisky AmazonBasics - Adattatore Rankie Cavo Ethernet, Rete
Italiana 10/16A, spina 5V 3000 mA certificato per RJ45 di categoria 6, UTP, 14IKB Notebook 14" HD, LRS-100-12 Power supply Single Malt - Golden Box da DisplayPort a VGA CAT6 con Connettori RJ45,
Schuko 16A, compatto Raspberry Pi 3, Raspberry presa di rete per cavo Processore Intel 15-8250U, 102W 12V 8.5A 12 anni - 700 ml A RAR 4 1,5m, Pacco da 5-Colore
R R 6 Pi 2, Model B+, B, A &... solido e standard,... RAM 8 GB, SSD 256 GB,... TR AR TR AR 3 EUR 15,99 vprime W W W W 228
EUR 2,90 Y Y W W Yy 225 TR AR 2 10" 6" 0" kd] EUR 20,00 prime EUR 51,61 vprime EUR 10,99 prime

EUR 9,99 vprime EUR 8,19 vprime EUR 699,00 vprime

| POLITECNICO MILANO 1863 matteo.matteucci@polimi.it 32




What are Machine Learning Major Tasks?

Most common tasks regard:
* (lassification: predicting an item class / category / outcome
° Estimation/Regression: predicting a continuous value
* Clustering: finding clusters / groups in data
* Associations: detect frequent occurring events...
* Visualization: to facilitate human discovery
* Summarization: describing a group of data in a meaningful way
* Deviation Detection: finding changes in normal data patterns
* Link Analysis: finding relationship (e.g., social media, page-rank)

But many appears as time goes by ...
* Qutlier analysis, rare event analysis
* Trend and evolution analysis, sequential pattern mining
* Text Mining, Graph Mining, Data Streams
° Sentiment analysis, Reputation analysis, Opinion mining

/l/-, B T -\\\
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Machine Learning

- The Machine Learning Process -

Matteo Matteucci, PhD (matteo.matteucci@polimi.it)
Artificial Intelligence and Robotics Laboratory
Politecnico di Milano

ARTIFICIAL INTELLIMGENCE AMD ROBOTICS LAB



Behind the courtain (1/4)

i Interpretation b
Eialuatinn J

[ Data mining j

[:_ Transformation _J

[ Preprocessing _J

r Selection xl Esaa i: 7 '
1
“ — Patterns/

Knowledge

|
|
|
f
|
i
l
|

( ) T : Models
E:i?" N S Transformed
t : 3 # 1°:”":-.=.-:"”§ : Preprocessed |I data :
\ — o | Target | lats | |
data
[ata | | | |
L _ L ___ L _ 1 v
Selection

* What are data we actually need / have to answer the posed question?
Cleaning / Preprocessing

° Are there any errors or inconsistencies in the data we need to eliminate?

ITECNICO MILANO 1863
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Behind the courtain (2/4)

d Interpretation J
[:_ Data mining j E'lalm.ltmn

|
|
|
f
|
i
l
|

L Transformation J

. "
L Preprocessing _J

|f. selection Rl === E 7.-::7 '
w 5::;7 e Patterns/

Knowledge

( ) ‘T : Models
z::,' N A Transformed
S ‘“\L:..f* | Preprocessed | data |
h‘ -— 4 # | data | |
b Target | | |
data
[ata | | | |
L L L 1 v

Transformation

* Some variables might be eliminated because equivalent to others

* Some variables might be elaborated to create new variables (e.g. birthday to age,
daily measures into weekly/monthly measures, log?)

ITECNICO MILANO 1863
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Behind the courtain (3/4)

i Interpretation b
Eﬁluatinn J

L Data mllmng _J

E_ Transformation _J

[ Preprocessing _J

Fis o 1'-._ -
| Selection | ==—= ﬁb '

|
*ﬁ —=== | Knowledge
. %H....j] ( ) " - A T Patterns/ |
( ) AV - — 'Zi? - Models |
NS 4 ,ﬁ_—:? k:f :ll ' Transformed | |
-4 # S Preprocessed | data ] |
t\- | data | |
— farget | |
| d | |
ata |
[ata | | | |
L [ L 1l v

Mining / Learning
* Select the mining /learning approach: classification, regression, association, etc.
* Choose and apply the mining algorithm(s)

OLITECNICO MILANO 1863
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Behind the courtain (4/4)

i Interpretation b
Eialuatinn J

[ Data mining j

[:_ Transformation J

. "
L Preprocessing _J

|€I Selection xl Esaa i: 7 '
1
“ — Patterns/

Knowledge

|
|
|
f
|
i
l
|

( ) T : Models
\ -
E::D S A Transformed
N/ 32.:.1’-* | Preprocessed | data |
t\‘ -— J # | data | |
b Target | | |
data
[ata | | | |
L L L 1 v

Validation / Interpretation
* How good are the results? Can we improve on those?
° Are the patterns we discovered sound? According to what criteria?
* Are the criteria sound? Can we explain the result?
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Watch Out Correlations!

Total revenue generated by arcades
correlates with

Computer science doctorates awarded in the US

2000 2001 2002 2003 2004 2005 2006 2007 2008
$2 billion
$1.75 billion
9]
3
c
()
3
< $1.5 billion
()
©
@
e
< -
$1.25 billion
$1 billion
2000 2001 2002 2003 2004 2005 2006 2007 2008

-8- Computer science doctoratess- Arcade revenue

2009

2000 degrees
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1000 degrees ﬁ
a
o
o
o
o
w

500 degrees

2009

tylervigen.com

http://www.tylervigen.com
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Watch Out Correlations!

Worldwide non-commercial space launches
correlates with

Sociology doctorates awarded (US)

P 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
G 60 Launches 700 Degrees awarded ”
3 g
o 5
bt o
° 650 Degrees awarded 8
2 50 Launches g
© A
S g
[} -
< 600 Degrees awarded &
™
= wn
o )
Z 40 Launches S
e 550 Degrees awarded &
@
[} a
o —_
= =
° 2
5 30 Launches 500 Degrees awarded
= 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

-8~ Sociology doctorates awarded (US) Worldwide non-commercial space launches

tylervigen.com

http://www.tylervigen.com
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Watch Out Correlations!

Per capita consumption of mozzarella cheese
correlates with

Civil engineering doctorates awarded

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
12lbs 1000 degrees

c

°©

=3 m
£ 8
2 1llbs 800 degrees 3
o @
b =
b E
& o
= ]
© 10lbs 600 degrees
° =8
& .
N

o

=

9lbs 400 degrees
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

-8 Engineering doctorates+- Mozzarella cheese consumption

tylervigen.com

http://www.tylervigen.com
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The human in the loop (1/3)

d Interpretation N
s ") Evaluation J
L Data mining _J -

|
|
|
f
|
i
l
|

L Transformation J

. "
L Preprocessing _J

|f. selection xl —— E ﬁb '
w fﬁ? e Patterns/

Knowledge

( ) T : Models
\ -
E::D S A Transformed
N/ 32.:.1’-* | Preprocessed | data |
t\‘ -— J # | data | |
b Target | | |
data
[ata | | | |
L L L 1 v

Learn about the application domain to extract relevant prior knowledge and define
the goals for the mining / learning

Prepare data for the mining (data selection + cleaning + reduction + transformation)
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The human in the loop (2/3)

d Interpretation N
s ") Evaluation J
L Data mining _J -

|
|
|
f
|
i
l
|

L Transformation J

. "
L Preprocessing _J

|€I Selection Rl —— E ﬁb '
) fﬁ? I Patterns/

Knowledge

( ) T : Models
\ -
E::D S A Transformed
N/ 32.:.1’-* | Preprocessed | data |
t\‘ -— J # | data | |
b Target | | |
data
[ata | | | |
L L L 1 v

Mining / Learning

* Select the mining approach: classification, regression, association, clustering, etc.
(this is related to the potential use of the result)

* Choose the mining algorithm(s) and perform mining / learning
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The human in the loop (3/3)

d Interpretation N
s ") Evaluation J
L Data mining _J -

L Transformation J

. "
L Preprocessing _J

|€I selection Rl === E ﬁb ' |
.'._I.I % '.I-. | — e et e |

: )\ |

|I

|

)-_-:_-*7 ====

A | Patterns/
|
|

Knowledge

Models

( ) :Jy" N A Transformed |
O 1::"v:-.=.-:-"'§ | Preprocessed data |
N —r/ # | data
S farget
data
Data | |
I L

Pattern evaluation and knowledge presentation

* Visualization, transformation, removing redundant patterns, etc
Depending on the outcome

¥ [ -\\\
* Use of discovered knowledge or repeat the process from any of the previous steps
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