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You Need Attention!

Fixed source representation in basic sequence-to-sequence models may
become a representation bottleneck as it gets suboptimal for both

* Encoder: it may be hard to compress the full sentence;
* Decoder: different information may be relevant at different steps.

We saw: encoder compresses I saw a cat ...
thesourcemtoasmgle\/ector\ T T T T 1«
o
Encoder  |—=[o Decoder
o

>
A Bupen KoTHO Ha mare <eos <bos> I saw a cat
I" "saw” "cat” "on" "mat

Pttt 1 \ (O

Problem: this is a bottleneck!

Attention let the model focus on different parts of the input

Neural Machine Translation by Jointly Learning to Align and Translate: https://arxiv.orq/pdf/1409.0473.pdf
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You Need Attention!

Decoder uses attention to decide which source parts are more important

o a cat on a mat<eos>
[ S | T
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Input word > 191 1©f o] lo| [of o ol [0 lo| lo] o |of [0 |9 < Output word
embeddings S 18l 1818l 1818 <SS embeddings

Source sentence —> 4 BMAen KOTHO Ha Marte <eos>
qu “SGW“ “CGT“ uonu “mGT“

Encoder Decoder

<bos> I saw a cat on a mat
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You Need Attention!

Decoder uses attention to decide which source parts are more important

m Attention output: weighted sum of A model canlearn to “pay
e Attention output c® = c:.r,g't)s1 + agt)s2 4+ 4 a,(,?sm = aff)sk encoder states with attention weights attention” to the most relevant
..T ” k=1 source tokens for each step
_ source context for decoder step t . . T T
(weighted Attention weights: distribution 6 0
sum) over source tokens
‘ , exp(score(hy, s,))
Attention weights a(t) = Jk=1..m .
e 9 Tk 2:’;1 exp(score(ht, Si)) Attention o
“ : : ) score(hy, si) |
(softmax) attention weight for source token k at decoder step t o How relevant is S (2) p(3) p(4)
scalarT out source token k
2
| AenTon for target step ¢+
e Attention scores STCOI’e(ht,Sk),k =1.m function =
in in
“How relevant is source token k for target step t?” = - ) 8
8 O
o o
o Attention input 51,52, s Sm h; Encoderstate  Decoder state I
for token k: s, atstept: hy ol |0 O
allencoder states ~ one decoder state al o =
ol |o 0
ol |9 O
a

<bos> I saw

Attention scores can be

now nw " w

aw” "cat” “on" "mat”

Fully differentiable, Encoder Decoder

computed in different ways thus trainable!
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Attention Scores

Different mechanisms to compute attention scores have been proposed:
score(hy, si)
*  Simple dot-product !
*  Bilinear function (aka "Luong attention") Attention

function

*  Multi-layer perceptron (aka "Bahdanau attention”)

Dot-product Bilinear Multi-Layer Perceptron
: .
ht ® h? 8 W; o ht
xggk Xxgsk (€oc9) X tanh W1X§=
o} o Sk
2’- .

score(hy, si) = hl' s, score(hg, s,) = hI Ws, score(hy, s;,) = wa - tanh(W, [he, 5 ])

T
o S,
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Bahdanau Attention Model

Proposed as part of the original Bahdanau model
NG

“ 0
source context for |q
( \\ decoder step t” g

Pass source context ¢(® and
previous decoder state h;_4
to the next step

Multi-Layer Perceptron

e

T
w,
X tanh X

.
.....
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......
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o
o

Q0000000
| IE— ) SE—
@)
= =

score(h, s;) = wl - tanh(W;[h, s;]) L

e Bl o] (o] [o] o
Bidirectional encoder ] o] fe] fe o|hy
Concatenate states from &) 8 8 8 8
forward and backward RNNs Wi} &) ?) I 1; I
@ O O 0
o o o o o lo| |o 0
o o 0 o O (@] O O
0 @] 0] O 9 |© 2 =
9 BuAen KOTHO Ha Mare <eos> <bos> I saw a
\IH "

\ “T" “saw" “cat” “on" “mat” /
decoderstept

Neural Machine Translation by Jointly Learning to Align and Translate: https://arxiv.orq/pdf/1409.0473.pdf
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Luong Attention Model

Proposed as part of the original Luong model

c(®
“source context for
decoder step t”

(T N\

Bilinear

Combine ¢ and h; \
c ]Cm

tanh

[e]e]e]e]
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ht o R, = tanh(W.[h,, c®O])
>< X @ Sk P
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#”  Combine source context
¢ and decoder state h,

. hy to make a predictiory
81\ h

score(hs, sg) = hl Ws),
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decoderstept

Effective Approaches to Attention-based Neural Machine Translation https://arxiv.orq/abs/1508.04025
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Attention learns soft sentence alignment ...
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Neural Machine Translation by Jointly Learning to Align and Translate: https://arxiv.orq/pdf/1409.0473.pdf
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Generative Chatbots

We can directly apply sequence to sequence models to the conversation
between two agents:

x bl <EeOs>
A A

i P
|

°* First person utters "ABC” e o I o O B o O

T

Z

* Second person replies "WXY/Z" l 1 l {EIE} w x

< Context o g

(Previous Sentences) Reply

Generative chatbots use an RNN and train it to map "ABC" to "WXY/Z":

* We can borrow the model from machine translation
* A flat model simple and general
* Attention mechanisms apply as usual

A Neural Conversational Model https://arxiv.orq/pdf/1506.05869.pdf
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Chatbots Response Generation

Chatbots can be defined along at least two dimensions,

core algorithm and context handling: We focus on
s ~ these here! =
* (Generative: encode the question into a context ot

vector and generate the answer word by word using

What's the weather like In

conditioned probability distribution over answer'’s Brooklyn this weekend?
vocabulary. E.qg., an encoder-decoder model. The weather in Brooklyn, NY is
k y g j 57;:5 46°F and clear.

* Retrieval: rely on knowledge base of question-answer

pairs. When a new question comes in, inference e
L . i~
phase encodes it in a context vector and by using 4 ‘Ersemon
similarity measure retrieves the top-k neighbor
knowledge base items. : Sorry, dozed off for a second.
f';‘:? What were you saying?
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Chatbots Response Generation

Chatbots can be defined along at least two dimensions,
core algorithm and context handling:

* Single-turn: build the input vector by considering P~
the incoming question. They may lose important
information about the history of the conversation
and generate irrelevant responses.

{(¢i,ai)}

°  Multi-turn: the input vector is built by considering )
a multi-turn conversational context, containing also
Incoming question.

{(lgi—2;ai—25qi-1;0;-1;q;],a;)} ’
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What's the weather like this

weekend?

Are you on a boat? Because |
was not able to find any results
for that location.

What's the weather like in
Brooklyn this weekend?

The weather in Brooklyn, NY is
46°F and clear.

This weekend?
Excusez-moi?

WEEKEND

Sorry, dozed off for a second.
What were you saying?




Generative Chatbots

We can directly apply sequence to sequence models to the conversation
between two agents:

W X A rad = 205>
| - N N S S
* First person utters "ABC e o I o O o —1_1_)—' —
* Second person replies "WXYZ" l l l {EL} l X Y l
b Context T Repl g
(Previous Sentences) Ply

Generative chatbots use an RNN and train it to map "ABC" to "WXY/Z":

* We can borrow the model from machine translation
‘e

* A flat model simple and general How do we handle

* Attention mechanisms apply as usual multi turns chat?

A Neural Conversational Model https://arxiv.orq/pdf/1506.05869.pdf
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Generative Hierarchical Chatbots

We could concatenate multiple turns into a single long input sequence,
however, this probably results in poor performances.

* LSTM cells often fail to catch longterm dependencies within input sequences
that are longer than 100 tokens

* No explicit representation of turns can be exploited by attention mechanism

Xing et al., in 2017, extended attention mechanism from single-turn
response generation to a hierarchical attention mechanism

* Hierarchical attention networks (e.g., characters -> words -> sentences)

* Generate hidden representation of a sequence from contextualized words

Hierarchical Recurrent Attention Network for Response Generation https.//arxiv.orq/pdf/1701.07149.pdf
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Beyond Recurrent Neural Networks

NLP community believed LSTMs with attention could yield state-of-art
performance on any task. But some limits were preventing this ...

Because of using LSTMs (and any Recurrent Neural Network):
* Performing inference (and training) is sequential in nature
* Parallelization at sample level is precluded by recurrence sequential nature
* Parallelization can happen at level of batch only
* Memory constraints limit batching across to many examples
° This becomes critical at longer sequence lengths ...

Here it comes another bottleneck in sequence-to-sequence modeling!
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Necessity is literally the mother of
invention.

Attention Is All You Need
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Attention is all you need!

Seg2seq without Seg2seq with Transformer

attention attention

Google proposes to speed up training by eesre  rvew rwvew | atenton
replacing RNN (sequential in nature) with  poeesme — ruvewn rwven | atentior
attention mechanism (parallel in nature) — secderencecer satctes aenion | steentr

sized vector

At each level we look at the entire sequence

Encoder

Who is doing:

e all source tokens

Decoder

Who is doing:

* target token at the current step

What they are doing: What they are doing:
* |ook at each other * |ooks at previous target tokens
repeat
, N times _ repeat
* updaterepresentations * |ooks at source representations N times

This happens within
prefix tokens ...

Transformer:

} POLITECNICO MILANO 1863
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* updaterepresentation

Vetwork Architecture for Language Understanding https://ai.qoogleblog.com/2017/08/transformer-novel-neural-network.html|



https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html

Attention is all you need!

Residual connections

and layer normalization

\

Feed-forward network: :

~

A Y
N

after taking information from g

other tokens, take a moment to Multi-Head
. .. . Attention
think and process this information v | Forward ) Nx
4‘ L‘\ iJ

~
~

Output

Probabilities

Linear
4\

"(| Add & Norm |<ﬂ/

Feed
Forward

.
(CAdd & Norm :

\.‘I |
q[ Add & Norm |
\ Feed

| A}

LAdd & Norm Je=

\

g

£

: Nx | —(CAdd& Nom )
Encoder self-attention: —_| . i
~-s.| Multi-Head Multi-Head | <
tokens look at each other Attention Attention
QUETes, Keys, values " ] E——
are computed from Positional S ) Positional
encoder states Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Feed-forward network:
after taking information from
other tokens, take a moment to
think and process this information

T

Decoder-encoder attention:

/ target token looks at the source

queries - from decoder states; keys
and values from encoder states

T

Decoder self-attention (masked):
tokens look at the previous tokens

queries, keys, values are computed
from decoder states

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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The Self-Attention Idea

Selt-attention operates between representations of the same nature,

e.q., all encoder states in some layer. 3
Layerk + 1 : D D D D D
.. i f I update token
This is implemented via: B representation
. . . | o) ]
* Query - asking for information; | H gather context
. . . ] 1 g
*  Key - saying that it has some information; R I
* Value - giving the information : $ 4 4 13 “look” at
: ; other tokens
Layer k T
The use of Query, Key and Value allows FT1 17
parallel execution and thus parallel training! L T T e s

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Query, Key, Value ... "cat”

[] X = Query: vector from which
the attentionis looking

“Hey there, do you have this information?”

[] X _ Key: vector at which the query
K looks to compute weights

"Hi, I have this information - give me a large weight!”

[] > = Value: their weighted sumis
v attention output

“Heres the information I have!”

Attention weights

. qk’
Attention(q, k,v) = softmax | —|v
SN/

Jax

vector dimensionality of K, V

" " w

9 BuAen KOTHO Ha MaTe <eos>
I cat" “on mat"

from to
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Recall Luong Attention Model

“source context for
decoder step t”

NG

Bilinear
KT 3
X X lo| Sk
(]

score(hy, si) = hT Ws,

Combine ¢® and h,

) POLITECNICO MILANO 1863

8 BUAeN KOTHO Ha MaTe <eos>
w I" |\SGW

(o]
i o g }ht
SR tanh °
‘A ’ c g ]C(t)
o
= [ _
Yy 4 h; = tanh(W,[h,, cV])
softmax ’
| |
# Combine source context
c¢® and decoder state h,
A LI to make a prediction
@ @ @ ® (@) (] (@)
@ @ @ ® @] (@] (@]
o 7lole el 1o oo
(@] (@] (@] O (@] (0] (@]
Q| O Ol O @] O (@)
O O O O O O O
O @] @] @] O O O
(@) (@] (@) @] (@) 2 9

<bos> I saw

n w nw nw

cat” “on" "mat”

—> 0O |0000

decoderstep t

Effective Approaches to Attention-based Neural Machine Translation https://arxiv.orq/abs/1508.04025
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Recall Luong Attention Model

“sourcq context for
decofler step t”

< e
—|o e
WK X o Blllnear ‘A '
e [

~Ehi

score(hy,s;) = hT Ws,

Combine ¢® ang

}f
tanh X ]
(

hy = tanh(W,[he, ¢

00000000

o Sk softmax

#”  Combine source c«
¢® and decoder st

I 1 1 he to make a predic
(@) (@) (@) @] (@) o O h
| | ) o 1 e e e = ot 2, .
Attention weights ol lo| lo| o] [o o o
ql’ I I I s I 1
Attention(q, k,v) = softmax v o lo| | g [0 o o
Py /i CBEHEE BEEE
from to 9 BMAEN KOTHO Ha Marte <eos>
vector dimensionality of K, V T s “cat” "o “mat” <bos> I saw a

decoder step t

Effective Approaches to Attention-based Neural Machine Translation https://arxiv.orq/abs/1508.04025
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Let's Play Some Linear Algebra!

Wa
X1 “ @ Input Thinking Machines
X2 2 Embeddings X1 X
Queries q1 q,
WK KeyS k1 k2
X1 X kl - —
X =k, Scores q1 -k = 112 q, -k, =96
Normalize 112/V64 = 14 96/V64 = 12
Softmax 0.88 0.12
Wy
X N v, Values (2 v,
X9 - Uy
Sum Z4q

The lllustrated Transformer http://jalammar.qithub.io/illustrated-transformer/
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Let's Play Some Linear Algebra!

W
X1 “ @ Input Thinking Machines
X2 2 Embeddings X1 X
Queries q1 q,
WK KeyS k1 k2
X1 X kl - _
X =k, Scores q -k = 32 q, -k, = 64
Normalize 32/V64 = 4 64/V64 =8
Softmax 0.02 0.98
Wy
X N v, Values (2 v,
X9 - Uy
Sum Zq Z7

The lllustrated Transformer http://jalammar.qithub.io/illustrated-transformer/
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Let's Play Some Linear Algebra!

W
X1 q1
X2 X = q;
Wy X
X k
X X =k, softmax X =
\/ dmodel
Wy
X1 v
- X = v;

The lllustrated Transformer http://jalammar.qithub.io/illustrated-transformer/
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Multi-Head Attention

Attention defines the role of a word in a sentence. This, in turn, might be
related to different aspects such as: “cat”

* verb inflection wrt subject in terms of gender
* verb inflection wrt subjects in terms of number
° case of objects defines by verbs

®
heads work
independently

Multiple head attentions allow the model to Multi-head attention
focus on different things, both at encoding nlnne
and decoding time.

Check Mark Carman S suAen KOTHO Ha mare <eos>
lecture for this! "I" "saw" “cat” “on" "mat"
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Multi-Head Attention

Attention defines the role of a word in a sentence. This, in turn, might be
related to different aspects such as:

query, key,
value for:
* verb inflection wrt subject in terms of gender spitequaly Bf ] 2231
. : . . ' 0 5] I (] NN (]
* verb inflection wrt subjects in terms of number nronumoer of g 18 < heaos
eads par’[g b — o 8 head3
@) < 4

° case of objects defines by verbs VCQ\

Implemented as concatenation of several attention heads:
MultiHead(Q,K,V) = Concat(head, head,, ..., head,) )W,
head; = Attention(QWS, VW, VW)

(00000000 3)[0
kS

this way, models with one or several attention heads have the same size
(i.e., model size does not increase with number of heads)
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Let's Play Some Linear Algebra!

Wy X
1 X s IWV1 - 1
*2 I softmax \/d X — 21
N model
W3 e X
X1 . Wi |WV2 _ )
" — softmax i XT=
N model
Wo w3 X
% X e |WV3 — 3
xz - . Zl
. softmax Ja X = 3
N model
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Let's Play Some Linear Algebra!

\g/

MultiHead(Q,K,V) = Concat(head, head,, ..., head,))W,
head; = Attention(QWé, VWL, VI
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Attention is all you need!

Output
Probabilities
Feed-forward network:
Residual connections _Softmax_ after taking information from
and layer normalization _ Linear other tokens, take a moment to
Vo T = \ think and process this information
\\ \ S ' Add & Norm l‘ﬂ/
\ ‘\ \\ Feed / T
\ \ . Forward
Feed-forward network: Vo N Decod ; -
after taking information from a 1 2 mﬁ: / écoder-encoder attention:
other tokens, take a moment to - M Hoad | 1 tar‘get token looks at the source
think and process this information Forward 7 N queries - from decoder states; keys
A | ia and values from encoder states
I N ]
Encoder self-attention: \x Masked T
’ Multi-Head Multi-Head - i .
tokens look at each other Attention Attertion |~ DeckOdelr Silf a:ent|0ﬁ (maskked).
AT i _J - 1 J to er?s ook at the previous tokens
e con:w ute’d from . o -/ gueries, keys, values are computed
L Positional &) @ Positional from decoder states
encoder states Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)
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Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Masked Self-Attention

In the decoder, attention mechanism works differently at training and
inference time as we should not “look ahead":

* Atinference time, we generate one token
at the time as we do not know the length
of the sequence (no "look-ahead” problem)

° At training time, we know already the entire
output sequence and we want to process it
in parallel ("look ahead” problem)

‘e
®
This is obtained by
masking «future tokens»

at training time
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Masked Self-Attention

In the decoder, attention mechanism works differently at training and
inference time as we should not “look ahead":

}—>©29

: : update token
* Atinference time, we generate one token ‘- representation
at the time as we do not know the length !
i " gather context
of the sequence (no "look-ahead” problem) T
. : , [y S S S |
° At training time, we know already the entire 43 softmax
: y “look” at the
output sequence and we want to process it | PEISUE B
in parallel ("look ahead” problem) 5 13| (future tokens are
q‘. E ] g g E g masked out)

f

<bos> I saw a cat .

This is obtained by
masking «future tokens»

at training time
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Masked Self-Attention

In the decoder, attention mechanism works differently at training and
inference time as we should not “look ahead":

<FH + E T

softmax X gather context
\/dmodel y I e S — \— T

softmax
Mask = H = [8 —(i)nf]
.‘.

& “look” at the
This is obtained by

= previous tokens
3 ol (future tokens are
E T g E E g masked out)
masking «future tokens»
at training time

update token
representation

}—>©29

f

<bos> I saw a cat .
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Masked Self-Attention

In the decoder, attention mechanism works differently at training and
inference time as we should not “look ahead":

©)
(@]
id
update token
X + H 1 representation
SO f tmax X — i gather context
\/ dmodel /¥

softmax

0 —inf & “look” at the
Mask = H = [ ] previous tokens
0 0 U (future tokens are

masked out)

RNN training is O(len(source) + len(target)) <b°s> I saw a caf -
Transformer training is O(1) (with respect to [fixed] sequences’ length)
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Attention is all you need!

Output
Probabilities
Feed-forward network:
Residual connections _Softmax_ after taking information from
Linear other tokens, take a moment to

and layer normalization

\

A Y

4\

\

think and process this information

PR ‘o A (AagaNom
\ \ S
\ s Al Feed T
\ N F
Feed-forward network: Vo — — . —€)
after taking information from et ||| e e / ecoder-encoder attention:
other tokens, take a moment to Feeclorm s | ot target token looks at the source
think and process this information ||\ Foward e Nx queries - from decoder states; keys
A - and values from encoder states  J
[ v
: Nx Add & Norm ) | | /] T B
Encoder self-attention: —_ : s :
tokens look at each other MAL':It?aﬂiz?wd M}l\Jt':c(g:!c‘ii)ar? = DteckOdelr Silf'tatﬁent'o_n (mflskked):
L g VA g w— okens look at the previous tokens
—— .
C;Lrjeerclgfﬁ iﬁ’dvfargrens . /N o gueries, keys, values are computed
b Pasitione! &) @ Positional from decoder states
encoder states Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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More Transformers’ Components ...
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More Transformers’ Components ...

Prt:fk):;ggiﬁij':ies
Feed forward blocks with two linear layers & RelLU activations
A Lin‘near
FFN(x) = max(0,xy, + by) Wy + b, fCnes =] Ed;r:Eﬁ
Forward
Layer normalization e
4 —w
* Normalizes each single vector I ‘ Attoniion
. Forward M3
representation of examples —=
. . | Add & Norm |
in a batch independently T e " | ) | Ve
*  Applies scale and bias globally, _Scalﬁzzrsmanzafion/é— — | |
which are trainable layer level T A o ah o
! ncodin D & r?zgui!d
parameters : \/T_k |: _‘uk] : E ) ’ ’ Input Du;put - ’ ’
Embedding Embedding
Residual connections ... S e
k-1 k k+1 (shifted right)

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf

[L777) POLITECNICO MILANO 1863


https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf

Attention is all you need!

Residual connections

and layer normalization

\

~
N\

N

Output

Probabilities

Linear

R (v

\

Feed-forward network:
after taking information from
other tokens, take a moment to
think and process this information

©

| > Feed
! S F :Ne I T
Feed-forward network: R Decod . .
after taking information from et ||| e e / ecoder-encoder attention:
other tokens, take a moment to \ql_Feed-ml Mut-Head |t target token looks at the source
think and process this information ||\ | Foward S Amj‘t'on, Nix queries - from decoder states; keys
e . and values from encoder states  J
I v
: Nx Add & Norm T M
Encoder self-attention: —_| g Masked
~ Multi-Head Multi-Head _ i .
tokens look at each other | Attention Attention |~ Decoder self attentloh (masked):
f * ) 1 * : tokens look at the previous tokens
C;L:eel’ég; iﬁ’dvfargrens 20 gueries, keys, values are computed
b Fostone! &) @ Positional from decoder states
encoder states Encoding Encoding
Input Output
Embedding Embedding
\ 4
Inputs Outputs
(shifted right)

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Self-Attention Permutation Invariance

The Self-Attention mechanism is permutation invariant by nature as it
does not depend on the position nor the order of words in the sequence

Y, Y, Y3 Y, Y, Y,
t t t t ¢ '
If you change the order of words, | ‘#”\’ " —
. . . Vi |7 A | Az [Ass Vo |~ As, | AL lAz,z‘
this has no Impact on .the attention (v~ o0 Al A - ] e ]
values, but just on their order V=[] (] [4] V= Ay (Al g
| Softm:x('l‘) | — | SOﬁmng\) |
— _ t
.. ] . Ks 1= E”‘ Eas ‘E“‘ K, — ‘ Ea,z‘ Ei, lEz,z‘
Positional encoding is used to make %~ f2 B2 B K~ [Ba] [E] [Ead]
. Ky — ’ Eia l Esq Esq ‘ Ky — ‘ Ess l ’ Eys Ess
self-attention depend also on the R R T
- . Q Q, Qs Q; Q; Q,
position of the input bt Yoo
Xy 2 X3 X3 X X,
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Positional Encoding

A token input representation is the sum of two embeddings: s
*  for tokens (as we always do) Encoder
* for positions (needed for this model) 1 ﬂ ﬁ 1
“token x on position k"— . ° - o
Positional embeddings can be learned, but ~ mputssumotiwe 1 ot r
embeddings: for ___ + 8+ 8+ +g

tokens — ‘BUAen | KOTHO | <eos>§

PE pos2i) = sin(pos /1000024 dmodel) Ao ieat Lo

positions —= 0] :

PE(pos,2i+1) — COS(pOS/lOOOOZi/dmodel)

Transformer uses fixed positional encodings:  tokenandposivon 2
4
K

where pos is position, i is the vector dimension, and d,,.4, the input size.
Authors have tried learned encodings but did not improve ...

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Positional Encoding

A token input representation is|the sum|of two embeddings: 4
‘e

*  for tokens (as we always do) Longlaebaieioeeenimerand
Carman about this being a

* for positions (needed for this model) smart choice ..
Aot

Positional embeddings can be learned, but_ s, 1
Transtormer uses fixed positional encoding . A +J
PE(pos20 = sin(pos/10000%1/tnodr) | ** WO i oo | e

| ] positions —= 0] 1 2 3

PE(pos,2i+1) — COS(pOS/lOOOOZl/dmodel) .....................

where pos is position, i is the vector dimension, and d,,.4, the input size.
Authors have tried learned encodings but did not improve ...

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Intuition Behind Transformer Position Encoding

Consider at the binary representation of a position, i.e., a number

0000 8: 1000 °
0001 9: 1001

0010 10: 1010 ° The second-lowest bit is rotating on every two

The LBS is alternating on every number

] O O W= O

0011 11: 1011 n
0100 12: 1100 ° Frequency halves the next position, and so on.
0101 13: 1101 Y Y : » -
0110 14: 1110 Binary digits are a waste In
0111 15: 1111 the land of float ...

Let's pos be the position in an input sequence and PE,,s € R%model jts
encoding. The encoding function f(pos): N —» R%modet is defined as

sin(wy, - pos), i =2k 3 1
cos(wy, - pos), i =2k+1 Wk = 100002%/dmodet

PEISQS = f(pos)® = {

Transformer Architecture: The Positional Encoding https.//kazemnejad.com/blog/transformer architecture positional encoding/
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Visualizing Transformer Position Encoding

d=50

] 0O

06

o4

%0 Q :

02 2 4 € 8 o 2

0.4

06

-0.8

=10

1.0

08

U.Ei O

o4

0z

0.0 T T

_M? 2 H & 0 2

=04 o

-06

=08

-1.0 (o]

33% © o

06 o

04

0z

0.0 T

02 2 4 6 ] 10 12

-04

-06

-0.8

-10

1.0

08 o 4 . . .

zﬁ This why Carman believes it is

02 [e]

o0 T . . .

= T ¥ ¥ ¥ ¥ a smart move, but Is it true?

28

=-1.0
po p p2 p3
| 0.000 | | 0.841 | | 0.909 | | 041 | i=0 | 0.000 | | 0.841 | | 0.509 | | 041 | i=0
| 1.000 | | 0.540 | | —U.416| | —0.990| i=1 | 1.000 ‘ | 0.540 ‘ |—I}.416‘ ‘ —0.990‘ i=1
o000 | | oe3s | | ogs3 | | oa7s | -2 |oo0 | |03 |o7s| | 0930 | i=2
| 1.000 | | 0.770 | | 0.186 | | —0.484| i=3 | 1.000 ‘ | 0.922 ‘ | 0.6599 ‘ ‘ 0.368 ‘ i=3
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Sinusoidals work as
alternating bits

Embedding Dimension

“We chose this function because we hypothesized it
would allow the model to easily learn to attend by
relative positions, since for any fixed offset PE .,

can be represented as a linear function of PE ..

Positional encoding visualization https://erdem.pl/2021/05/understanding-positional-encoding-in-transformers
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Position Encoding and Relative Positioning

For every sine-cosine pair for frequency wy find a linear transtormation
M € R?*?, independent of pos, where the following equation holds

sin(wy, -pos)] _ [ sin(wy, - (pos + k)

M [cos(wk © POS) cos(wy * (pos + k))

Let M € R?*? we want to find uq, v, u,, v, SO that

ur  vqy[sin(wg - pos)] _ [ sin(wy - (pos + k)
[uz Vzl [cos(wk -pos)] - [cos(wk - (pos + k))

By the addition theorem

[ul v1] [sin(a)k -pos)] _ [sin(a)k - pos) cos(wy, + k) + cos(wy, - pos) sin(wy - k)
Uy  Val|[cos(wy - pos)]  lcos(wy - pos) cos(wy - k) — sin(wy, - pos) sin(wy, - k)

Linear Relationships in the Transformer’s Positional Encoding https://timodenk.com/blog/linear-relationships-in-the-transformers-positional-encoding/
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Position Encoding and Relative Positioning

From the previous we derive the following two equations
Uy sin(wy, - pos) + v4 cos(wy, - pos) = sin(wy, - pos) cos(wy, * k) + cos(wy, - pos) sin(wy - k)

u, sin(wy, - pos) + v, cos(wy - pos) = cos(wy, - pos) cos(wy - k) — sin(wy, - pos) sin(wy - k)

by solving these equations, we get the following
u, = cos(wy, - k) v, = sin(wy - k)

u, = —sin(wy, - k) v, = cos(wy, - k)

The transtormation matrix is thus independent from pos (it is a rotation)

cos(wy - k) sin(wy - k)

M= [—Sin(a)k k) cos(wy - k)

Linear Relationships in the Transformer’s Positional Encoding https://timodenk.com/blog/linear-relationships-in-the-transformers-positional-encoding/
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Position Encoding and Relative Positioning

From the previous \
uq sin(wy, - pos) + vy « - pos) sin(wy, - k)

U, sin(wy, - pos) + v, « - pos) sin(wy - k)

by solving these eq

The transformation (it is a rotation)

Neighboring time-steps distance are symmetrical and decay smoothly!

Linear Relationships in the Transformer’s Positional Encoding https://timodenk.com/blog/linear-relationships-in-the-transformers-positional-encoding/
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Learning Positional Embeddings This why | believe it is not

such a smart move! ;-)

Nevertheless, state of the art Transformers (BERT, ROBERTa, GPT-2, ...)
learn the positional encoding instead of using a fixed one

BERT RoBERTa sinusoid

N\

200 300 400 500

0
0
0
0

200 100
800 600 400 200
200 100

500 400 300 200 100

500 400 300

500 400 300

1
1
0 200 400 600 800 1000

|
—0.50-0.25 000 025 050 075 100 0.0 0.2 0.4 0.6 0.8 10 —0.5 0.0 0.5 1.0 04 06 0.8 1.0

0 100 200 300 400 500 0 100 200 300 400 500

1000

Moreover, some of them use summation, others use concatenation ...

What Do Position Embeddings Learn? An Empirical Study of Pre-Trained Language Model Positional Encoding https://arxiv.orq/abs/2010.04903
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Summation vs Concatenation

Why should | sum the
position encoding?

What else would
you do?

Concaternate?

Such a waste of
paramenters!

Adding vs. concatenating positional embeddings & Learned positional encodings https://youtu.be/M2ToEXF60Iw
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Attention is all you need!

©

Output
Feed-forward network:
Residual connections _Softmax_ after taking information from
and layer normalization _ Linear other tokens, take a moment to
Vo RN \ think and process this information
\ \ \
‘\ " N Feed // T
\ \ \ F
Feed-forward network: Lo ﬂ'ﬁ — . —
after taking information from g 1 \ Add & Norm / écoder-encoder attention:
other tokens, take a moment to \qlLdF&fZOﬂl Mut-Head |} target token looks at the source
. .. . ee i .
think and process this information ||\ Forward e N queries - from decoder states; keys
4 + and values from encoder states  J
| v
: Nx Add & Norm ) | | ] T a
Encoder self-attention: —_| g == Masked
~ Multi-Head Multi-Head - i .
tokens look at each other | Attention Attontion | < Decoder self attentloh (masked):
\ tokens look at the previous tokens
JUeres, keys, vaes - &L‘ % :
are computed from Sositions - queries, keys, values are computed
ositiona D @ Positional from decoder states
encoder states Encoding Encoding
Input Output
Embedding Embedding
\ A
Inputs Outputs
(shifted right)

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Transformer Complexity

Qutput
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Linear
r ™
| Add & Norm Pﬁ
Feed
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g | ™) | Add & Norm ﬁ
aleslizli s Mult-Head
Feed Attention
Forward T 7 7 B
— ]
N Add & Norm
p—i-| Add & Norm | Masked
Multi-Head Multi-Head
Attention Attention
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ncoang Encoding
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Embedding Embedding
Inputs Qutputs
(shifted right)

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Transformer Complexity

Qutput
Probabilities
Table 1: Maximum path lengths, per-layer complexity and minimum number of sequential operations
for different layer types. n is the sequence length. d is the representation dimension. % is the kernel
size of convolutions and r the size of the neighborhood in restricted self-attention. Tnear
g )
Layer Type Complexity per Layer  Sequential Maximum Path Length (Add & Norm J~
Operations reed
Self-Attention O(n? - d) O(1) O(1)
Recurrent O(n - d?) O(n) O(n) r —
Convolutional O(k-n -d?) O(1) O(logg(n)) Mull Head
Self-Attention (restricted) O(r-n-d) O(1) O(n/r) Forward 7 e;'on ) Nx
S R——
Nx | —(CAdd& Nom )
asKe
* Self-Attention has O(1) maximum path length Attonion " Atenton
. t t
(capture long range dependency easily) — ) T
. . Positional Positional
* When n<d, Self-Attention has lower complexity encoding (A9 ) Encoding
Input Output
than a recurrent layer Embefding Embeiddmg
* We can always restrict attention to a neighborhood of size r Outputs
(shifted right)

Attention Is All You Need https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
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Transformer Performance

Output
Probabilities
Table 2: The Transformer achieves better BLEU scores than previous state-of-the-art models ¢
English-to-German and English-to-French newstest2014 tests at a fraction of the training cost.
Model BLEU Training Cost (FLOPS) Linear
ode % N
EN-DE EN-FR EN-DE  EN-FR (Add & Nom Jo~
ByteNet [18] 23.75 Fgﬁ:rd
Deep-Att + PosUnk 39.2 1.0- 1020
GNMT + RL 246 39.92 2.3-10"  1.4.10% . \
ConvS2S 2516 4046 9.6-10%  15.10% Vit Hoag
MoE 26.03  40.56 2.0-101% 1.2.10% e ; AHT'UH 5 N
Deep-Att + PosUnk Ensemble 40.4 8.0 - 1020 . i
GNMT + RL Ensemble 2630 41.16 1.8-10%°  1.1.10* N | ()
ConvS2S Ensemble [9] 2636 41.29 771019 1.2.102 T asked
Transformer (base model) 27.3 38.1 3.3.1018 allallil ity
Transformer (big) 28.4 41.8 2.3.10%7 k:_} IS == !
Positional Paositional
Encoding Encoding

* EN-to-DE: new state-of-the-art

° EN-to-FR: new single-model state-of-the-art
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Transformer Heads are Interpretable

By looking at how much, on average, different heads "contribute" to
generated translations it turns out only a small number are important
and the play interpretable "roles”:

* Positional: attend to a token's immediate neighbors, and the model has several
such heads (usually 2-3 looking at the previous and 2 looking at the next ones)

° Syntactic: learned to track some major syntactic relations in the sentence
(subject-verb, verb-object, etc.)

* Rare tokens: the most important head on the first layer attends to the least
frequent tokens in a sentence (this is true for models trained on different
language pairs!) .

Remaining ones can

be pruned

Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the Rest Can Be Pruned https://lena-voita.qgithub.io/posts/acl19 heads.html
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Syntactic Heads

that'—. that you | 0.6 you .
only 0.6 1 only 0.6 might ’ E might O'GE
makes 5 makes Jili ° have 042 have 2
i ] .
| me 042 I me 0.4% heard B 2 heard 045
ove| c ove c c c
f 10.2.8 f ©
you | 02% you 02% A ) 0 = ) 0 . . 0245
more o more o them § them §
, 0.0 0.0 : 0.0% : 00w
<€e0s> Y <eo0s>|y <eos> Y <€0s>1 y .
2 >0 0030 A 2 >00 03 o A 3 E DB E A 3 E DB E A
© 1] jus 18] Q o = o > 0 o > wn
c E 29 ) c € 3 0 > o © Q S @ o
Eo?é 2 >2 § Eoﬁé 5 >2 § 22 £ elo, £ 20 £ §
Subject->Verb Verb->Subject Subject->Verb Verb->Subject
barrly she 0.8 she when .
S .
memory 0.62 rarely ] rarely . O'GE did 0.6
<
'°5i§ u 0 > even 05% even 0 4.% you k=)
starting | 04 = uses| [0 = uses = take1 0.4%
to 045 c | c
become 0.2 a 2 a 029 this 029
a < pot P E pot § picture §
problem{ [ 00w _ 0.28 _ 0.0% 7] B 007
<eos> ‘ I <eos> . <eos> <eo0s>|
NI PETrT i rcgen § s g e s o 3oo o~
SYSETECETS 2 55288 & £2388°8 4 83822574
R gsd F ¢ 56 ; SRR g
c 7 % 5 v v Vv S \Y%
Verb -> Subject Object -> Verb Verb -> Object Object -> Verb

Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the Rest Can Be Pruned https://lena-voita.qgithub.io/posts/acl19 heads.html

POLITECNICO MILANO 1863


https://lena-voita.github.io/posts/acl19_heads.html

Rare Tokens Heads

thus] In
J 0.8 the
there E ca%e
is | | 06D legislative
no | || : g acts
point; | c votes
_ing 0.4 0 against
waiting 1 [ | = Cor
for/ 0.2 @ abstentions &
. | 25 ~ . are
miracles L ®  indicated
<e0S> I <eOS>'HHHHH‘.H
n -~ — . y— ~ - .
g geeESEEE ) “EE°28 LESELE 2
£ 2 5 5 U © S o oz 2%5 ©
5 o § 8 ¢ o5 ES P
= é \ u © O T v
o % £
3 9 £
©
Model Trained on WMT EN-DE
isolation j ||
el 082
4 =
Id 'z . m
worl 062 fabulous
3 = job I
eyes 048 setting
off = | B
ace
papua n 025 P
<eo0s>| I <eos>
cCVWUVT VLE © > no n .
scoec=" 906 5 N Cge®3e 2285 N
S O o > o o o0 OS5V E o
o 9 = © (7] = B S B - @
[e) o \% Q @ \'
2 &0

POLITECNICO MILANO 1863

Model Trained on WMT EN-RU

©c o
o @

o
I

attention weights

o
(]

o o o
o o
attention weights

©
N

have] I terminology 1
effectiveq 08 oM
project; : E indications
selection ° of
criteriaq 0_6031 source; -
been c and 1 L
developed- o
and m | 04s , n
c appellations
adhered e of{ [ |
to1 02%® iai
£ © origin+
?7 m
<e0S5>1 <eos>1{. . _ l - ‘
L+ C O o~ = “— Q= = Y- =
20528028274 S 258" 2T 2" A
o Y95 00am s o o 6 £ © o o &
coouoLoo0 @ 7] s 5 =2 S5 9
QEosT g £ v 2 ® 8 c © y
t Q_E [S) S 8 — ! f—y
v« 7] E © L
© o £ o
3 ©
Model Trained on WMT EN-FR
you 0.8 with .
re »  Vvasquez|
new o ]
0.6< gone
to .09)" |
gotham [ | = 1
r 0 4 o ]
aren 2 need
it c your |
(] )
you | 0.2 firepower; .
? ° 1 N |
<eos> 1 <e0S>; a N .
S o o o S ENO " —OoT55 A
SFE°5 87874 85 §3f 2
c c © = =2 zS c >0 3
° v 9 2 v
> = 2
U=

Model Trained on OpenSubtitles EN-RU
Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the Rest Can Be Pruned https://lena-voita.qgithub.io/posts/acl19 heads.html
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Are there any limits for Transformers?

Training FLOPs Scaling for SOTA CV, NLP, and Speech Models
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Al and Memory Wall https://medium.com/riselab/ai-and-memory-wall-2cb4265cb0b8
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Are there any limits for Transformers?

Al and Memory Wall
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Amazing images and content taken from Elena Voita’s NLP Course
NLP Course | For You

https://lena-voita.github.io/nlp course.htmi

Step by step implementation of Transformers

* Text classification with Transformer
https.//keras.io/examples/nlp/text classification with transformer/

* English-to-Spanish translation with a sequence-to-sequence Transformer
https.//keras.io/examples/nlp/neural machine translation with transformer/

* Neural machine translation with a Transformer and Keras
https.//www.tensorflow.org/text/tutorials/transformer?hl=en

* The Annotated Transformer http.//nlp.seas.harvard.edu/annotated-transformer/
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Slides material taken from following blogs/papers (order of appearance):

* The Unreasonable Effectiveness of Recurrent Neural Networks:
http.//karpathy.github.io/2015/05/21/rnn-effectiveness/

*  Sequence to sequence learning with Neural networks: https.//arxiv.org/pdf/1409.3215.pdf

*  Neural Machine Translation by Jointly Learning to Align and Translate:
https.//arxiv.org/pdf/1409.04/3.pdf

* Effective Approaches to Attention-based Neural Machine Translation
https.//arxiv.org/abs/1508.04025

* A Neural Conversational Model https.//arxiv.org/pal/1506.05869.pdf

° Hierarchical Recurrent Attention Network for Response Generation
https.//arxiv.org/padl/1701.07149.pdf

* Transformer: A Novel Neural Network Architecture for Language Understanding
https.//ai.googleblog.com/2017/08/transformer-novel-neural-network.html

* Attention Is All You Need https.//arxiv.org/abs/1/06.03/62



http://karpathy.github.io/2015/05/21/rnn-effectiveness/
https://arxiv.org/pdf/1409.3215.pdf
https://arxiv.org/pdf/1409.0473.pdf
https://arxiv.org/abs/1508.04025
https://arxiv.org/pdf/1506.05869.pdf
https://arxiv.org/pdf/1701.07149.pdf
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
https://arxiv.org/abs/1706.03762

Acknowledgements

Slides material taken from following blogs/papers (continued):

The lllustrated Transformer http.//jalammar.github.io/illustrated-transformer/

Transformer Architecture: The Positional Encoding
https.//kazemnejad.com/blog/transformer architecture positional encoding/

Positional encoding visualization
https.//erdem.pl/2021/05/understanding-positional-encoding-in-transformers

Linear Relationships in the Transformer's Positional Encoding https.//timodenk.com/blog/linear-
relationships-in-the-transformers-positional-encoding/

What Do Position Embeddings Learn? An Empirical Study of Pre-Trained Language Model
Positional Encoding https.//arxiv.org/abs/2010.04903

Analyzing Multi-Head Self-Attention: Specialized Heads Do the Heavy Lifting, the Rest Can Be
Pruned https.//lena-voita.github.io/posts/acll9 heads.html

Al and Memory Wall https.//medium.com/riselab/ai-and-memory-wall-2cb4265¢cb0b8
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